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Abstract
As shown by Guimaraes, Figueiredo and Woodward (2003), a particular class of conditional logit models yield identical parameter estimates to a Poisson count data model. In Schmidheiny and Brühlhart (2011), we have pointed out that the conditional logit model and the Poisson model can be seen as polar cases of a continuum of intermediate cases which emerge from a random utility nested logit model. Herger and McCorriston (2013) have proposed an alternative nested logit model. In this note, we show that their paper misrepresents our model, that their alternative specification does not in fact nest the Poisson model, and that their analysis contains a number of formal errors.

Highlights:
• The nested logit model in Schmidheiny and Brühlhart (2011) is a random utility model that nests the conditional logit and Poisson models.
• The nested logit model in Herger and McCorriston (2013) is a restricted version of Schmidheiny and Brühlhart (2011) that does not nest the Poisson model.
• The proposed estimation strategy in Herger and McCorriston (2013) is incorrect.
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1 Introduction

Location choice models explain the spatial distribution of agents such as firms or households as the outcome of individual location decisions. The most popular representation of such choices is McFadden’s (1974) conditional logit model. Guimaraes, Figueiredo and Woodward (2003) have shown that a particular class of conditional choice models yield identical parameter estimates to a Poisson count data model. Schmidheiny and Brüllhart (2011, henceforth SB) show that, while the two models are indeed observationally equivalent in cross-section data, they are distinctively different descriptions of the world and imply different marginal effects and elasticities. SB also show that the elasticities of the conditional logit model and the Poisson model can be seen as polar cases of a continuum of intermediate cases which emerge from a random utility nested logit model (RUNL). Herger and McCorriston (2013, henceforth HM) propose an alternative nested logit model. They claim that their model, unlike the SB RUNL, allows the “dissimilarity parameter” to be identified in cross-section data, thus making it possible to estimate how closely the data correspond to the conditional logit or Poisson models. In this note, we show that HM wrongly represent SB’s RUNL and that their proposed alternative specification is a restricted version of SB which does not nest the Poisson model.

2 Conditional Logit and Poisson

Using the notation of HM, the basic framework in Guimaraes, Figueiredo and Woodward (2003) is the following

- Firms $i = 1, ..., N$ choose among $h = 1, ..., H$ locations. $h$ are e.g. states within a country.
- There are $s = 1, ..., S$ different types of firms. $s$ are e.g. industrial sectors or country of origin for foreign firms.
- The number of firms $n_{sh}$ of each type $s$ is observed in each location $h$. $n_{sh}$ is used to denote both the observed number and the random variable in the data generating process.
- A vector of observable explanatory variables is denoted $x_{sh}$, characterizing locations $h$ and potentially also differing across types $s$.

The location choice of an individual firm $i$ is assumed to correspond to a conditional logit model. Thus, the profit function

$$\pi_{ish} = x_{ish}'\beta + \epsilon_{ish}$$  \hspace{1cm} (1)

consists of a type-specific deterministic part $x_{ish}'\beta$ and a stochastic part $\epsilon_{ish}$, which has zero mean and is known to the firm but unknown to the econometrician. Firms choose the location which yields the highest profit.

Comment 1 The expected profit function $E(\pi_{ish})$ in the conditional logit model does not contain an error term as stated in HM eq. (1) and (2). It is not useful to include a constant ($\delta_s$ in HM) or type-specific fixed effect in (1) as stated in HM eq. (2), because this type-specific constant is not identified in the conditional logit model.

The conditional logit model contains the assumption that the stochastic term $\epsilon_{ish}$ is independent across $i$ and $h$ and follows an extreme value type 1 distribution. The conditional logit model implies the following choice probabilities:

$$P_{sh}^{CL} = \frac{e^{x_{ish}'\beta}}{\sum_{g=1}^{H} e^{x_{ish}'\beta}}.$$  \hspace{1cm} (2)
The choice probabilities in (2) are conditional on the type $s$. The denominator in eq. 2 does not sum over the firm types $s$ as stated in HM eq. (3). The double summation in HM eq. (3) implies that the firm’s type $s$ is a choice of the firm rather than a characteristic, which is not what the basic framework assumes and which contradicts HM’s own decision rule in HM eq. (1).

The conditional logit model only predicts probabilities (relative numbers) and not absolute numbers of location choices, as it does not explicitly model the total number $n_s$ of firms of each type. The total number $n_s$ of firms of type $s$ is often implicitly assumed as given in the conditional logit model. With exogenous $n_s$, the expected absolute number of choices is

$$E(n^c_{sh}) = n_s P_{sh}. \quad (3)$$

SB derive the effect of a change in the $k$-th characteristic $x_{shk}$ on the expected number of firms of type $s$ in location $h$ as the following semi-elasticity:

$$\eta^C_{sh} = \frac{\partial \log E(n^c_{sh})}{\partial x_{shk}} = (1 - P_{sh}) \beta_k, \quad (4)$$

assuming an exogenous number $n_s$ of firms of each type.

Comment 3 (1 − $P_{sh}$)$\beta_k$ is the semi-elasticity in the conditional logit model and not the elasticity as stated in HM eq. (10).

Guimaraes, Figueiredo and Woodward (2003) introduce a Poisson count data model which yields identical parameter estimates for the slope coefficients $\beta$. The Poisson approach directly models the expected absolute number of choices:

$$E(n_{sh}^{PC}) = e^{\alpha_s + x_{sh} \beta}. \quad (5)$$

The Poisson model is a distinctively different data generating process from the conditional logit model and hence a different description of the world.

Comment 4 The type-specific constants $\alpha_s$ in the Poisson model are unrelated to fixed effects in the profit function (1) of the conditional logit model, contrary to the implied assertion by HM eq. (2) and (5).\(^1\)

In the Poisson model, the effect of a change in the $k$-th local characteristic $x_{shk}$ on the expected number of firms of type $s$ in location $h$ as semi-elasticity is

$$\eta^P_{sh} = \frac{\partial \log E(n_{sh}^{PC})}{\partial x_{shk}} = \beta_k. \quad (6)$$

Comment 5 $\beta_k$ is the semi-elasticity in the Poisson model and not the elasticity as stated in HM eq. (9).

\(^1\)We find the derivation of the Poisson model in HM to be formally incorrect and its interpretation to be misleading. While the definition of the Poisson model in HM eq. (5) is accurate, it is not the result of multiplying the CL probability in HM eq. (3) by its denominator. The constant term $\alpha_s = \exp(\delta_s)$ in HM eq. (5) can therefore not be related to the non-identified constant $\delta_s$ in HM eq. (2). We also find the interpretation in the first line after HM eq. (7) misleading, because $E(n_{sh}^{PC}) = \sum_{h=1}^{H} e^{x_{sh} \beta}$ is not the expected number of location choices in the Poisson model (which instead is $E(n_{sh}^{PC}) = E(\sum_{h=1}^{H} n_{sh}^{PC}) = \sum_{h=1}^{H} e^{\alpha_s + x_{sh} \beta}$). Moreover, while the ML estimator of $\alpha_s$ in HM eq. (7) is correct, it cannot be interpreted as the “discrepancy” between expected and observed numbers of observations.
3 The RUNL

In SB, we have proposed the following random utility nested logit (RUNL) model.\(^2\) The profit of a firm \(i\) of type \(s\) in location \(h = 1, \ldots, H\) is given by

\[ \pi_{ish} = x_{ish}'\gamma_s + \varepsilon_{ish} = x_{ish}'\beta\lambda_s + \varepsilon_{ish}, \]

where the reparametrization \(\gamma_s = \beta\lambda_s\) is described in SB, p. 216.\(^3\) This reparametrization, in combination with the assumptions that \(\beta\) is constant across types \(s\) and \(\gamma_s\) is type-specific, formally allows us to relate the coefficient vector \(\beta\) to both the CL and the Poisson model. The RUNL model of SB moreover considers an outside option \(h = 0\), which can be interpreted as locating in another country or not starting up a company. The outside option yields profit

\[ \pi_{ish} = \delta_s + \varepsilon_{ish}. \]

This reparametrization, in combination with the assumptions that \(\beta\) is constant across types \(s\) and \(\gamma_s\) is type-specific, formally allows us to relate the coefficient vector \(\beta\) to both the CL and the Poisson model. The RUNL model of SB moreover considers an outside option \(h = 0\), which can be interpreted as locating in another country or not starting up a company. The outside option yields profit

\[ \pi_{ish} = \delta_s + \varepsilon_{ish}. \]

It is assumed in the RUNL model that the stochastic term \(\varepsilon_{ish}\) follows a special type of generalized extreme value (GEV) distribution (see McFadden, 1978). Heiss (2002) shows that the RUNL choice probabilities can be expressed as

\[ P_{\text{RUNL}}^{sh} = (1 - P_{so}) \cdot P_{sh|\emptyset} \quad \text{for all } h > 0, \]

\[ P_{so}^{\text{RUNL}} = \frac{e^{\delta_s}}{e^{\delta_s} + \left( \sum_{g=1}^{H} e^{x_{sg}'\beta_s} \right) \lambda_s}, \]

\[ P_{sh|\emptyset}^{\text{RUNL}} = \frac{e^{x_{sh}'\beta_s}}{\sum_{g=1}^{H} e^{x_{sg}'\beta_s}}, \]

where \(P_{sh|\emptyset}^{\text{RUNL}}\) is the probability of choosing location \(h > 0\) conditional on not choosing the alternative. The parameter \(\lambda_s\) can be interpreted as \(\lambda_s = \sqrt{1 - \rho_s}\), where \(\rho_s\) is the correlation of the stochastic term \(\varepsilon_{ish}\) within the choices \(h > 0\). Note that this version of the RUNL is fully general; other versions of the nested logit model which are consistent with a random utility model are just reparametrizations of this specification.

**Comment 6** Adding a constant \(\Delta\) to the profit functions of all choice options \(h = 0, 1, \ldots, H\) does not alter the choice probabilities in the SB RUNL. HM p. 290 wrongly state the opposite, implying that the SB nested logit is not a RUNL.

The nested logit (NL) model in Hunt (2000) encompasses specifications which are consistent with a random utility model and others which are not:

\[ P_{sh}^{\text{NL}} = (1 - P_{so}) \cdot P_{sh|\emptyset} \quad \text{for all } h > 0, \]

\[ P_{so}^{\text{NL}} = \frac{(e^{\delta_s} \varsigma_s')^\lambda_s}{(e^{\delta_s} \varsigma_s')^\lambda_s + \left( \sum_{g=1}^{H} e^{x_{sg}'\beta_s} \right) \lambda_s / \varsigma_s}, \]

\[ P_{sh|\emptyset}^{\text{NL}} = \frac{e^{x_{sh}'\beta_s} \varsigma_s}{\sum_{g=1}^{H} e^{x_{sg}'\beta_s} \varsigma_s}. \]

\(^2\)The term random utility nested logit model is taken from Heiss (2002).

\(^3\)In SB Section 2.2, we assume that \(\lambda_s = \lambda\) is not type-specific. The generalization used here is trivial and has no empirical content, as \(\lambda_s\) is not identified independently of type-specific \(\delta_s\). All results in SB hold unchanged and no additional results can be derived with type-specific \(\lambda_s\).
The RUNL in SB is a special case of the Hunt (2000) NL model with $\beta_s = \beta$, $\lambda^o_s = \lambda_s$, $\lambda^o_s = 1$, $\varsigma^o_s = 1$ and $\varsigma^o_s = 1$.

In the SB RUNL, the expected number of firms of type $s$ in location $h$ is

$$E(n_{sh}^{RUNL}) = (n_{so+sh})P_{sh}^{RUNL},$$

where $n_{so+sh}$ is the exogenous total number of firms of type $s$ which choose either $h > 0$ or $h = 0$. The total, $n_{so+sh}$, is typically unobservable. The semi-elasticity of a change in the $k$-th local characteristic $x_{shk}$ on the expected number of firms of type $s$ in location $h > 0$ is

$$\eta_{sh}^{RUNL} = \frac{\partial \log E(n_{sh}^{RUNL})}{\partial x_{shk}} = [1 - P_{sh|o}^{RUNL} (1 - \lambda_s P_{so}^{RUNL})] \beta_k. \tag{16}$$

The RUNL elasticity $\eta_{sh}^{RUNL}$ equals the CL elasticity if $\lambda_s = 0$ and the Poisson elasticity if $\lambda_s = 1$ and $\delta_s \to \infty$, hence $P_{so}^{RUNL} = 1$. The SB RUNL therefore nests the conditional logit model, the Poisson model and the continuum of cases in-between.

4 The Herger and McCorriston RUNL

The NL model proposed in HM is a special case of the Hunt (2000) NL model with $\beta_s = \beta$, $\lambda^o_s = \lambda_s$, $\lambda^o_s = \lambda_s$, $\varsigma^o_s = 1$, $\varsigma^o_s = 0$ and/or $\delta_s = 0$, resulting in (see HM eq. 20 and 21)

$$P_{sh}^{HM} = (1 - P_s) \cdot P_{sh|o} = \frac{e^{x_{sh}^{o} \beta} \left( \sum_{g=1}^{H} e^{x_{sg}^{o} \beta} \right)^{\lambda_s - 1}}{1 + \left( \sum_{g=1}^{H} e^{x_{sg}^{o} \beta} \right)\lambda_s}, \tag{17}$$

$$P_{so}^{HM} = \frac{1^{\lambda_s}}{1^{\lambda_s} + \left( \sum_{g=1}^{H} e^{x_{sg}^{o} \beta} \right)\lambda_s} = \frac{1}{1 + \left( \sum_{g=1}^{H} e^{x_{sg}^{o} \beta} \right)\lambda_s}, \tag{18}$$

$$P_{sh|o}^{HM} = \frac{e^{x_{sh}^{o} \beta}}{\sum_{g=1}^{H} e^{x_{sg}^{o} \beta}}. \tag{19}$$

Comparing (10) and (18) shows that the HM specification is a restricted version of the SB RUNL

$\textbf{Comment 7} \text{ The HM RUNL is a restricted version of the fully general SB RUNL. There is no parameter to control for the value of the outside option in general, and the value of the outside option is assumed to be identical across types } s.$

The semi-elasticity in the HM RUNL is identical to the one in the SB RUNL in eq. (16) but with $P_{sh|o}^{HM}$ and $P_{so}^{HM}$ in place of $P_{sh|o}^{RUNL}$ and $P_{so}^{RUNL}$, respectively:

$$\eta_{sh}^{HM} = \frac{\partial \log E(n_{sh}^{HM})}{\partial x_{shk}} = [1 - P_{sh|o}^{HM} (1 - \lambda_s P_{so}^{HM})] \beta_k. \tag{20}$$

This semi-elasticity cannot be equal to the one of the Poisson model (eq. 6), because $P_{sh}^{HM} < 1$ (strictly) in eq. (18) and hence $1 - \lambda_s P_{so}^{HM} \neq 0$.

$\textbf{Comment 8} \text{ The HM RUNL model does not nest the Poisson model. It cannot in fact be used to study the main question at hand: the equivalence of the CL and Poisson models. The elasticity in HM eq. (24) and Appendix B is incorrect.}^5$

$^5$Setting $\varsigma^o_s = 0$ has the same effect as setting $\delta^o_s = 0$ in eq. (13).

$^5$The correct elasticity in the HM model is $\frac{\partial \log E(n_{sh}^{HM})}{\partial x_{shk}} = [1 - P_{sh|o}^{HM} (1 - \lambda P_{so}^{HM})] \beta_k \cdot x_{shk}$, which
5 Estimation with Cross-Sectional Data

Guimaraes, Figueiredo and Woodward (2003) show that the conditional logit model (2) and the Poisson model (5) have identical concentrated likelihood functions (up to a additive constant) for the parameter vector \( \beta \) when the estimation is based on one cross-section of observations of \( n_{sh}, h = 1, \ldots, H \). SB show in Appendix A.3 that this is also true for the coefficient vector \( \beta \) in the RUNL model, assuming \( \lambda_s = \lambda \) (see also footnote 3). It is straightforward to show that this result also holds for type-specific \( \lambda_s \). Based on data for \( h > 0 \), the three models are therefore observationally equivalent while the implied marginal effects and elasticities differ. Note that the nested logit parameters \( \delta_s \) and \( \lambda_s \) in the SB RUNL are not identified without observing \( n_{s0} \). If \( n_{s0} \) were observed, either \( \lambda_s \) or \( \delta_s \) would be identified but not independently. In practice, \( n_{s0} \) is typically unknown. For example, the number of potential firms that could start up but do not materialize cannot be observed. So, in practice, neither \( \lambda_s \) nor \( \delta_s \) are identified.

Unlike in the SB RUNL, \( \lambda_s \) is identified in the HM RUNL for the (unlikely) case that \( n_{s0} \) were observed. So, as usual, parameter restrictions (here \( \delta_s = 0 \)) help identify structural parameters. But, as shown in Comment 8, the restriction \( \delta_s = 0 \) is not a useful one in this framework. The ML estimator of \( \lambda_s \) with the HM restriction \( \delta_s = 0 \) is

\[
\hat{\lambda}_s = \frac{\log \left( \frac{n_{s0}}{n_{s0}} \right)}{\log \left( \sum_{h=1}^{H} \exp (x' \hat{\beta}) \right)}, \tag{21}
\]

where \( n_{s0} = \sum_{h=1}^{H} n_{sh} \) and \( \hat{\beta} \) is the ML estimator of \( \beta \) (see the derivation in the Appendix). HM propose a different estimator for \( \lambda_s \) in HM eq. (23). Substituting HM eq. (7) and eq. (21) into HM eq. (23) yields:

\[
\hat{\lambda}_s = \frac{\log (n_{s0})}{\log \left( \sum_{h=1}^{H} \exp (x' \hat{\beta}) \right)}, \tag{22}
\]

Comment 9 The estimator of \( \lambda_s \) in HM eq. (23) implicitly assumes that the number of firms choosing the outside option equals one, \( n_{s0} = 1 \). We cannot see a justification for this assumption in a typical application.

6 Estimation with Panel Data

Brüllhart and Schmidheiny (2015) show how a panel of observations of \( n_{sh} \) over multiple time periods \( t \) allows the researcher to identify a single parameter \( \rho_s \) which is a function of both \( \delta_s \) and \( \lambda_s \) without the need to observe \( n_{sot} \).

7 Appendix: Likelihood and estimation of the HB RUNL

**Neu:** The log likelihood function of the HM RUNL is

\[
\hat{\lambda}_s = \frac{\log (n_{s0})}{\log \left( \sum_{h=1}^{H} \exp (x' \hat{\beta}) \right)},
\]

where \( n_{s0} = \sum_{h=1}^{H} n_{sh} \) and \( \hat{\beta} \) is the ML estimator of \( \beta \). According to our comment 2 this should actually read \( \hat{\lambda}_s = \frac{\log (n_{s0})}{\log \left( \sum_{h=1}^{H} \exp (x' \hat{\beta}) \right)} \). HM eq. (7) estimates \( \hat{\lambda}_s = \frac{\log (n_{s0})}{\log \left( \sum_{h=1}^{H} \exp (x' \hat{\beta}) \right)} \). Plugging these two elements in HM eq. 23 yields our eq. (22).
\[
\log L(\beta, \lambda) = \sum_{s=0}^{S} \left[ n_{s0} \log(P_{s0}^{HM}) + \sum_{h=1}^{H} n_{sh} \log(P_{sh}^{HM}) \right] \\
= \sum_{s=0}^{S} \left[ n_{s0} \log \left( \frac{1}{1 + IV_s^{\lambda_s}} \right) + \sum_{h=1}^{H} n_{sh} \log \left( \frac{e^{x'_sh \beta} IV_s^{\lambda_s - 1}}{1 + IV_s^{\lambda_s}} \right) \right]
\]

where \( IV_s = \sum_{g=1}^{H} e^{x'_sg \beta} \).

The first order condition with respect to \( \lambda_s \) is for all \( s \)
\[
\frac{\partial \log L(\beta, \lambda)}{\partial \lambda_s} = -n_{s0} \frac{\log(IV_s) IV_s^{\lambda_s}}{1 + IV_s^{\lambda_s}} + \sum_{h=1}^{H} n_{sh} \left( \log(IV_s) - \frac{\log(IV_s) IV_s^{\lambda_s}}{1 + IV_s^{\lambda_s}} \right) = 0.
\]

Solving the first order condition for \( \lambda_s \) yields
\[
\lambda_s = \frac{\log(n_{s0}/n_{so})}{\log(IV_s)}.
\]

Plugging \( \lambda_s \) into the log likelihood function gives the concentrated log likelihood function
\[
\log L(\beta) = \sum_{s=1}^{S} \left[ \sum_{h=1}^{H} n_{sh} x'_sh \beta - n_{s0} \log \left( \sum_{h=1}^{H} e^{x'_sh \beta} \right) \right. \\
+ \left. n_{s0} \log(n_{s0}) + n_{s0} \log(n_{s0}) - (n_{s0} + n_{so}) \log(n_{s0} + n_{so}) \right]
\]

which is a function of \( \beta \) only and which is up to a constant identical to the concentrated likelihood functions of the conditional logit, the Poisson and the SB RUNL models. Hence all for models yield identical ML estimates for \( \beta \).
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